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Social Media and India
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Problem Statement




Evolution of Hinglish

Evolution of Hinglish from Hindi

“Main is doorbhash ka prayog karna nani janta”

Pure Hindi in Roman

“Main is phone ka use karna nahi janta”.
Hindi & English in Roman

“H SH BT & Jol AT gl AT,

Hindi & English in Devanagari

“H 3T phone FT use HeAT sTal SATAT”.
Hindi & English in Devanagari & Roman




+ To create Hinglish language dataset with minimum 2000 sentences, which
can be used for training and testing a sarcasm detection system of Hinglish
Language

+ To develop a sarcasm detection models
+ To check the effectiveness of Transfer learning for our work.

+ To understand which embedding model or library works best for Hinglish
language.



Literature Review

» We reviewed 32 research papers on Sentiment Analysis, Emotion Detection, and
Sarcasm Detection.

» Most of the work was done using English dataset. Some work has been done in
Hindi but that is limited to twitter dataset.

» We didn’t find any Sarcasm detection work using Hinglish language.

» Depending upon dataset different metrics has been used to evaluate the
performance of these systems. In most cases where dataset is balance Accuracy
is used to measure the performance.

+ Accuracy of these systems varies from 55.59% to 99.79% depending upon data
source, domain, text script (Roman, Devanagari, Tamil etc.) and language
(English, Hindi, Marathi, Tamil, German, Spanish etc.) used for model building

https://github.com/Hari-thapliyal/SDSHL/blob/master/docs/final/Summary-of-Sarcasm-Papers.pdf



Literature Review

Classification Type - Feature Type

Discussed in Section Number

Feature Types
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Classification
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Methodology
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Dataset Creation Steps

Dataset Creation Steps

Identify Twitter Hashtags Identify Twitter Accounts | Identify Bloggers who write |
Posting Sarcasm in Hinglish Posting Sarcasm in Hinglish sarcastic blogs in Hindi or

Language | Language | Hinglish Language
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Using Python/
Tweepy script

Sentences from these blogs

extract tweets from

selected Hind1

twitter handles and Save Text in CSV
\ Hashtags
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Classifier, Embedding, TL Techniques

Classifiers Word Embedding
1. Logistic Regression (LR) No Transfer

2. Light Gradient Boosting Method (LGBM) 1. TFIDF

3. Naive Bayesian (NB) 2. Word2Vec

4. AdaBoost (ADB) 3. BOW

5. Support Vector Machine (SVC) 4. fastText

6. Gradient Boost Classifier (GBC)

/. Random Forest Classifier (RFC) Transfer Embedding
8. XGBoost (XGB) 1. IndicBERT

9. Decision Tree (DT) 2. Multilingual BERT
0. Perceptron 3. fastText Wiki

4. fastText Indicnlp/ IndicFT

Feature Engineering

1. Lexical Feature
2. Combined = IndicFT +

LexicalFeature

Task Transfer

mBERT (Pyrotch)
mBERT (Transformer)
IndicBERT

IndicFT

fastTextWiki

O o e D e



Models Types

Twelve classifiers are used, ten embedding used. Six approaches used to
109 models are summarised in the graph.

Number of Models

Using Task Transfer

Combined Feature — Technique

Lexical + Best

5

Embedding (IndicFT) /
10
Neural Network: 1
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CNN with Embedding
Lexical Feature Transfer
10 'y 4

Created four
embedding using only
Embedding Transfer

Technique. Ten
Embedding without Classifier for each

Transfer Embedding. embedding.
Ten Models for each 40
embedding.
40

Created four

create



Results — Best Models

Top 10 Best Models Task Transfer Learning

Classifier Embedding Name AUC Accuracy  Recall Precision F1
NB fastTextWiki 0.80 0.76 0.78 0.75 0.76
TT fastTextWiki 0.81 0.76 0.71 079 0.75

Embedding Name AUC Accuracy  Recall Precision F1
fastTextWiki 0.81 0.76 0.71 0.79 0.75
mBERT (Pytorch) 0.80 0.74 0.69 0.76  0.72

NB IndicFT 077 074 070 076 073 Sl ingicrT 081 074 071 076 074
LR IndicFT 078 074 070 075 0.73 S mBERT (Transformer) 060 058 065 057 061

SVC IndicFT 0.79 0.74 0.71 0.76  0.73 : 0.58 0.63 0.57 0.60
ADB IndicFT 0.79 0.74 0.72 076 0.74
XGB IndicFT 0.79 0.74 0.70 076 0.73
NB Combined 0.79 0.74 0.76 074  0.75
PyrotchTT mBERT 0.80 0.74 0.69 076 0.72
SVC fastTextWiki 0.81 0.74 0.67 079 0.72




Best Classifier for Best Embedding

Embedding Transfer: fastText Wiki

Classifier AUC Accuracy Recall Precision
NB 0.80 0.76 0.78 0.75
TT 0.81 0.76 0.71 0.79
SVvC 0.81 0.74 0.67 0.79
LR 0.81 0.72 0.66 0.75
XGB 0.78 0.71 0.64 0.74
RFC 0.79 0.71 0.65 0.74
LGBM 0.78 0.70 0.63 0.72
ADB 0.79 0.70 0.65 0.73
GBC 0.78 0.69 0.62 0.72
CNN 0.74 0.65 0.74 0.63
Perceptron 0.63 0.63 0.36 0.78
DT 0.64 0.63 0.63 0.63




Lexical Features are Not Good

Lexical Feature Engineering

Classifier AUC Accuracy Recall Precision F1
LGBM 0.69 0.66 0.70 0.64 0.67
GBC 0.71 0.66 0.71 0.65 0.68
SVC 0.72 0.66 0.69 0.66 0.67
RFC 0.72 0.66 0.75 0.64 0.69
LR 0.74 0.66 0.57 0.70 0.63
ADB 0.68 0.62 0.63 0.62 0.63
DT 0.64 0.61 0.60 0.61 0.61
XGB 0.64 0.60 0.63 0.59 0.61
NB 0.69 0.58 0.32 0.67 0.43

Percetron 0.50 0.50 0.00 0.00 0.00




Two embedding transfer fastTextWiki and IndicFT both gives competitive results 76% and 74% accuracy
respectably with NB classifier. Both of these are fastText based embedding.

Task transfer gives the best results, highest accuracy 76% when fastTextWiki pretrained model is used for
classification

IndicBERT or mBERT Task transfer with transformer implementation are not giving good results.

All other models which were created using our own embedding could not perform good with any classifier
used.

The best result of Lexical features is with LGBM classifier. Accuracy; 66%. Lexical features are not
effective in sarcasm detection for Hinglish text.

NB & SVC are the best classifier provided good embedding are used.

Transliteration 1s quite complicated task and it need separate focus otherwise in future also we may not see
enough improvement in Hinglish language-based models.



» We included only two scripts Devanagari and English. If text is in any other
script, we will not get good results.

» Trained only on general text and not related to any specific domain

» Training dataset has more twitter data and less blog data but performance
on blog data is better than twitter data. We are assuming that this may be
because of high structure and consistency in blog text than twitter text.



Future Recommendation







